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 Executive summary 1
 

The 5G-PPP vision towards the next-generation networks & services, offering ubiquitous and performant 

access in line with the different service needs, comes with a set of requirements that span across the 

infrastructure and management domains, including performance, dynamicity, and programmability. In 

this context, management and orchestration become very important features for enabling the correct 

support for verticals. Different classes of 5G services must be orchestrated on top of 5G infrastructures 

that come with different capabilities and different exported network functions, while considering 

concepts such as virtualization and software driven, programmable capabilities. Rather than setting up 

and managing services in network domains separately and manually, the expectation of 5G networks is 

that cross-domain E2E services will be provisioned, deployed, managed, and retired in a DevOps 

manner, with minimal manual intervention. In addition, where slicing capabilities are exposed by 

network domains, those E2E services will be deployable on network slices and managed accordingly. 

5G-SOLUTIONS is an ICT-19 H2020 project that proposes to address issues related to the correct support 

of 5G verticals on top of 5G platforms and also validating KPIs for the respective verticals. Our proposed 

use cases will be deployed on two ICT-17 frameworks, namely 5G EVE and 5G-VINNI. This current 

deliverable is part of the first set of deliverables and has as its main focus the analysis of challenges for 

orchestration for the 5G-SOLUTIONS Use Cases.  

With this focus in mind, this deliverable brings together the following aspects: (1) existing standards and 

solutions in the area of service orchestration, (2) orchestration solutions in the underlying ICT-17 

platforms, (3) Use Case requirements for orchestration support.  

Based on these three aspects, we present our initial understanding and planning for the integration 

between 5G-SOLUTIONS and the ICT-17 platforms, including boundaries and planned integration 

strategy. In addition, we also describe our planned innovation in the area of orchestration optimization 

based on Machine Learning techniques, including predictive slicing and optimisations based on 

correlations between vertical industry requirements and telecom network data. 

It is worth mentioning that this deliverable presents our initial plans in these areas, based on the 

discussions during the first five months of the project, and will be expanded as our understanding of Use 

Case requirements and synergies of technologies evolves. 

The key achievements presented in this deliverable are: 

¶ Exploration of related 5G orchestration concepts both in standards and in existing 

implementations; 

¶ Presentation of underlying 5G platforms, especially in terms of capabilities and their existing 

support for orchestration; 

¶ Initial understanding of the challenges for the 5G-SOLUTIONS orchestration, boundaries 

between the underlying 5G platforms and 5G-SOLUTIONS for orchestration purposes, as well as 

integration points. This includes the analysis of Use Case platform deployments and our own 

classification of Use Cases based on the support for orchestration required in 5G-SOLUTIONS; 

¶ Innovation themes planned in terms of ML-based techniques for supporting optimisations of 5G 

service orchestration. 
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 Introduction  2
 

The main purpose of this deliverable is to summarise the results of the work conducted in Task 1.2 

during the first 5 months of the project. The major focus is on the 5G-SOLUTIONS service orchestration 

challenges to support the vertical Use Cases described in deliverable D1.1. Since 5G-SOLUTIONS relies on 

deployments on top of platforms developed during ICT-17 projects, this deliverable is also the first 

deliverable to present these platforms in terms of capabilities, support for 5G verticals, as well as 

orchestration solutions. In particular, we present 5G-EVE (Italy), 5G-VINNI (Greece) and 5G-VINNI 

(Norway), including their features that are relevant to orchestration and management, as well as to the 

integration with 5G-SOLUTIONS. 

The Use Cases described in deliverable D1.1 have been analysed with respect to their plans in terms of 

deployment on the ICT-17 platforms, as well as in terms of orchestration requirements support needed 

from 5G-SOLUTIOS. We have created a taxonomy taking into account the level of support needed to 

orchestrate these Use Cases. Bringing together the Use Case taxonomy with the ICT-17 platforms 

features analysis, we have developed our initial understanding of the boundaries and integration points 

between the ICT-17 platforms 5G EVE ad 5G-VINNI and the service orchestration solution in 5G-

SOLUTIONS. 

The core sub-tasks of Task 1.2, as presented in this deliverable, are: 

¶ Understanding existing solutions in the area of orchestration, including standards and related 

work, as well as challenges to implementing multi-domain orchestration; 

¶ Describing the underlying platforms (5G EVE and 5G-VINNI) capabilities and features, support 

for ICT-19 projects, as well as their orchestration solutions (existing and planned); 

¶ Analysing planned deployments for the 5G-SOLUTIONS Use Cases and their support for 

orchestration in 5G-SOLUTIONS; 

¶ Describing challenges to developing the 5G-SOLUTIONS service orchestration; 

¶ Presenting our initial understanding and plans for integration between 5G-SOLUTIONS and the 

ICT-17 platforms, as well as boundaries in terms of orchestration; 

¶ Describing our initial starting point for service orchestration in 5G-SOLUTIONS, namely the 

Nokia orchestrator CBND, as well as mechanism for extending the Nokia orchestrator into a 

multi-domain orchestrator that interacts with the underlying platforms 

This deliverable is a starting point in developing our service orchestration in 5G-SOLUTIONS. As such, it 

serves as a reference point for other Tasks and WPs in 5G-SOLUTIONS, and it will be extended in its next 

version. At the same time, we believe it is a good reference point for people external to 5G-SOLUTIONS, 

to understand the main challenges towards 5G vertical industry support, especially in the context of 

H2020 projects roadmap. 

 

 Mapping to Project Outputs 2.1
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This section maps the 5G-Solutions Grant Agreement commitments, both within the formal Deliverable 

ŀƴŘ ǘƘŜ ¢ŀǎƪ ŘŜǎŎǊƛǇǘƛƻƴǎΣ ŀƎŀƛƴǎǘ ǘƘŜ ǇǊƻƧŜŎǘΩǎ ǊŜǎǇŜŎǘƛǾŜ ƻǳǘǇǳǘǎ ŀƴŘ ǿƻǊƪ ǇŜǊŦƻǊƳŜŘΦ 

Sets the stage for Objective 2, builds onto the work on T1.1 and bridges the verticals point of view with 

the platforms point of view. 

 

Table 2-1: Adherence to 5G-SOLUTIONS GA Deliverable & Tasks Descriptions 

Project GA 

Component 

Title 

Project GA Component Outline Respective 

Document 

Sections(s) 

Justification 

TASKS 

Task 1.2: 

Analysis of 

challenges and 

requirements 

for 5G E2E 

multi, 

concurrent and 

cross-domain 

service 

management 

and 

orchestration 

including 

interaction with 

ICT-17 facilities 

The evolution of NFV is faced with the reality 

that the initial MANO architecture is not 

ŀŘŜǉǳŀǘŜ ǘƻ ŀŘŘǊŜǎǎ ǘƘŜ ǎŜǊǾƛŎŜ ǇǊƻǾƛŘŜǊǎΩ 

underlying requirement to instil the agility of 

DevOps principles. Rather than setting up 

and managing services in network domains 

separately and manually, the expectation on 

5G networks is that cross- domain E2E 

services will be provisioned, deployed, 

managed, and retired in a DevOps manner, 

with minimal manual intervention. In 

addition, where slicing capabilities are 

exposed by network domains, those E2E 

services will be deployable on network slices. 

We will also explore the integrity of OSS 

features being kept under cross data 

correlation from low level virtualisation and 

the vertical industry requirement, which is 

agnostic of the underlying telecom 

infrastructure. The core focus of Task 1.2 is to 

explore the above challenges in the context 

of a framework that aligns with industry 

standards, yet is innovative and provides 

leadership beyond what is included today in 

current approaches. 

Sections 3 - 7 

 

Section 4 presents the UC 

deployment plans, that 

will influence the need for 

orchestration support. 

Section 5, following the 

SoA analysis of Section 3, 

includes an analysis of the 

current state of 

orchestration in the 

underlying ICT-17 

platforms. Section 6 brings 

together the verticals 

point of view, through 

their expressed 

orchestration support 

requirements with the 

underlying platforms 

solutions, combined with 

the Nokia CBND proposed 

starting point. Section 7 

presents initial plans for 

ML-based optimisations 

for service management 

and orchestration. 

End-to-end service provisioning with slicing 

capabilities: In this sub-task, we shall design 

how to leverage the NOKIA orchestrator to 

support end-to-end inter-domain lifecycle 

management. We will make use of the 

Section 6 

Section 6 presents our 

initial investigation in 

terms of using the NOKIA 

orchestrator for end-to-

end lifecycle 
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available plugin interfaces to extend the 

functionality to allow management of closed 

loop services for network slicing. In addition, 

the plugins implementing the interfaces 

towards the network domain orchestrators 

will be designed to allow configuration and 

monitoring of the virtual and physical 

resources that are providing the network 

slices that the end-to-end services are 

running on. We will also investigate the issue 

of monitoring the verticals SLAs and analyse 

the data coming from the verticals to allow 

for efficient orchestration of the end-to-end 

services. The interaction and integration with 

the ICT-17 facilities (south-bound to 5G-

SOLUTIONS) will also be accommodated, as 

well as north-bound to customer facing 

systems or portals. 

orchestration, as well as 

the possible integration 

points with the underlying 

ICT-17 platforms. 

Proposed solutions of slicing issues between 

core and access in 5G mobile networks: The 

radio and core networks differ in the manner 

in which they implement slicing and in which 

such slices are configured. We will examine 

how services using network slices across the 

RAN and core networks can be provisioned 

and managed transparently. We will 

investigate how common slices can be 

created across the two domains, and how 

traffic can be routed and shaped between 

these slice fragments whilst preserving a 

common view of the end to end slide. In 

addition, we will investigate how services 

running across slices can be optimised using 

predictive optimisation - we will try to 

understand how common slicing patterns can 

be predicted, in an effort to formulate a set 

of training patterns that can be used to train 

predictive and proactive configuration 

changes. 

Sections 6&7 

Section 6 discusses the 

Nokia CBND orchestrator 

capabilities for end-to-end 

orchestration and our 

initial plans on extending 

these capabilities. Section 

7 presents our initial plans 

in terms of automated 

optimisations to end-to-

end orchestration, as well 

as requirements on the 

experiments data for 

implementing the 

proposed methods. 

DELIVERABLE 
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D1.2A: Cross-domain orchestration and management challenges analysis v1.0 

Interim (v1.0) report defining the management of the life cycle of services running across different 5G mobile 

networks including solutions for slicing and virtualisation beyond MANO 

PROJECT OBJECTIVE 

Objective 2:  

Technology 

development 

and readiness 

To analyse key challenges for performing 

multi and cross-domain service provisioning 

leveraging slicing and virtualisation 

technologies 

Sections 3-7 

Key challenged in end-to-

end and multi-domain 

orchestration in the 

context of virtualization 

and slicing are presented 

in Section 3. Challenges 

related to integration with 

the ICT-17 platforms are 

presented in Section 6, 

following the description 

of ICT-17 platforms 

orchestration solution in 

Section 5. Sections 4 and 6 

bridge the network point 

of view with the Use Case 

point of view, while 

Section 7 presents benefits 

to adopting ML-based 

techniques for 

optimisations and 

proposes directions of 

research in this area. 

 

 

 Deliverable Overview and Structure  2.2
 
This deliverable is organized as follows: 

¶ Section 3 discusses the concepts supporting service orchestration in 5G, as they appear in the 
standards, as well as introducing existing implementations in this area; 

¶ Section 4 presents the 5G-{h[¦¢Lhb{ ¦ǎŜ /ŀǎŜǎΩ Ǉƭŀƴǎ ŦƻǊ ŘŜǇƭƻȅƳŜƴǘ ƻƴ ǘƻǇ ƻŦ ǘƘŜ L/¢-17 
platforms 5G EVE and 5G-VINNI Greece and 5G-VINNI Norway; 

¶ Section 5 introduces the ICT-17 underlying platforms, with their capabilities, support for 5G 
verticals and plans for orchestration; 

¶ Section 6 discusses the challenges for service orchestration in 5G-SOLUTIONS, as well as our 
initial understanding of boundaries and integration points between 5G-SOLUTIONS and the ICT-
17 platforms and our starting point for 5G-SOLUTIONS orchestration, the Nokia CBND 
orchestration solution; 
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¶ Section 7 presents the initial plans in terms of service and orchestration optimisations based on 
Machine Learning techniques; 

¶ Section 8 summarizes the work done in Task 1.2 and presents our conclusions, as well as plans 
for extensions for the next version of the deliverable. 
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 Multi -Domain Service Orchestration & Management 3
 

Service orchestration is the execution of the operational and functional processes involved in designing, 

creating, and delivering an end-to-end service. 

Traditionally, these processes were handled by domain-specific, siloed operational support systems and 

tools built for static environments. 5G systems, though, come with a different architectural view. 3GPP 

defines in TS 23.501 [1] the 5G architecture as a Service Based Architecture (SBA). In the SBA, the system 

functionality is achieved by a set of Network Functions (NFs) that provide services to other authorized 

NFs to access their services. The SBA aims to decouple end-user services from the basic network and the 

platform infrastructure, in order to speed up the network deployment and thus the service delivery. This 

creates a more dynamic environment, in which the different NFs must be orchestrated. In parallel to 

this, the introduction of software driven capabilities and virtualization means that service orchestration 

must take into account a much more dynamic and complex service provider environment. 

This section elaborates on the main concepts and components involved in service orchestration, 

ƛƴŎƭǳŘƛƴƎ ƴŜǘǿƻǊƪ ǎƭƛŎƛƴƎ ŀƴŘ bC± ƻǊŎƘŜǎǘǊŀǘƛƻƴ ŀǎ ŘŜŦƛƴŜŘ ōȅ ǘƻŘŀȅΩǎ ǎǘŀƴŘŀǊŘǎ ōƻŘƛŜǎΣ ŀǎ ǿŜƭƭ ŀǎ 

application-level end-to-end service orchestration. A final subsection details existing work in these 

directions, both in the industry and in research projects. 

 

 Network Function Virtualisation (NFV) Management & Orchestration 3.1
 

NFV technology was initiated in 2012 by ETSI NFV ISG, allowing for network services to be provided in 

virtual machines working in a cloud infrastructure, where each virtual machine can provide a different 

function (e.g., load balancing, deep packet inspection, firewall, etc.) This technology comes with the 

main advantages of: 

¶ Flexibility in the allocation of NFVs in general-purpose hardware; 

¶ Rapid implementation and deployment of new network services; 

¶ Support for multiple versions of services and multi-tenancy scenarios; 

¶ Reduction of CAPEX & OPEX through efficient energy usage and automation of operational 

processes. 

However, this technology also introduces a lot of dynamicity, which adds a new layer of complexity to 

the management and orchestration of network services.  

 

3.1.1 NFV MANO 
ETSI defined a standard approach to management and orchestration of NFVs, the NFV MANO. The main 

focus of NFV MANO is to allow flexible onboarding, simplifying the rapid spin-up and lifecycle 

management of virtual network components. 
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Figure 3-1 Illustrates the architecture of NFV MANO and its interfaces. As can be seen, the MANO 

framework consists of three main blocks: 

¶ NFV Orchestrator, responsible for onboarding of network services and VNF packages; network 

service lifecycle management; validation and authorization of NFV infrastructure (NFVI) 

resource requests, as well as monitoring of NFVI for operation & performance monitoring 

purposes; 

¶ VNF Manager, whose main role is to oversee the lifecycle management of VNF instances; 

¶ Virtualized Infrastructure Manager (VIM), which controls and manages the interaction of VNFs 

with the NFVI resources (e.g., resource allocation, deallocation, inventory, etc.). 

 

 

Figure 3-1: The NFV MANO architectural framework [2] 

 

As pointed out by ETSI [3] , NFV MANO is VNF application and Network Service function agnostic (i.e., 

what relates directly to what the VNF application / Network Service does is out of scope for NFV MANO).  
Hence, ETSI NFV does not address:  

¶ Application-aware Network Service configuration and management, 

¶ VNF application layer configuration and management. 
 

Examples of reference open-source implementations of NFV MANO are:  

1) OSM (Open Source MANO): [4] is an ETSI-hosted, open source project that is developing an NFV 

MANO platform aligned with the ETSI NFV information models and that meets the requirements 

of production for NFV networks. One of its main goals is to promote the integration between 

standardisation and open source initiatives. The OSM architecture has a clear split of 

orchestration functions between resource and service orchestrators. In its third release, it 
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integrates open source software initiatives such as Riftware as network service orchestrator and 

GUI, OpenMANO as resource orchestrator (NFVO), and Juju 5 server as configuration manager 

(G-VNFM). The resource orchestrator supports both cloud and SDN environments. The service 

orchestrator can provide VNF and NS lifecycle management and consumes open information 

and/or data models, such as YANG. The MANO architecture covers only a single administrative 

domain. 

2) OpenBaton: [5] is an open source reference implementation of the NFVO based on the ETSI NFV 

MANO specification and the TOSCA [6] standard. It comprises of an easily extensible platform 

for supporting new functionalities and existing platforms. Some of the most important features 

and components are the NFVO following ETSI MANO specification, a generic VNFM to deploy 

Juju charms or OpenBaton VNF packages, a marketplace integrated within the Open Baton 

dashboard, a driver mechanism supporting different types of VIMs without having to re-write 

anything in the orchestration logic, and an event engine for the dispatching of lifecycle events 

execution.  

3) Tacker: [7] is an official OpenStack project started in 2016, building a generic VNFM and NFVO 

to deploy and operate Network Services and VNFs on a cloud/NFV infrastructure platform such 

as OpenStack. It is based on the ETSI MANO architectural framework and provides a functional 

stack to orchestrate E2E network services using VNFs. Tacker also performs mapping to service 

function chain (SFC) and supports auto scaling and TOSCA NFV profile using heat-translator. 

¢ŀŎƪŜǊΩǎ ŎƻƳǇƻƴŜƴǘǎ ŀǊŜ ŘƛǊŜŎǘƭȅ ƛƴǘŜƎǊŀǘŜŘ ƛƴǘƻ hǇŜƴ{ǘŀŎƪ ŀƴŘ ǘƘǳǎΣ ǇǊƻǾƛŘŜ ƭƛƳƛǘŜŘ 

interoperability with other VIMs. Taker also combines the NFVO and VNFM into a single element 

and it works in single domain environments, offering limited design flexibility. 

There are also other choices for orchestrators that are not necessarily aligned with NFV MANO. One of 

these is ONAP. As a key contributor in the Service and Network Orchestration area, ONAP [8] is a 

platform for real-time, policy-driven orchestration and automation of PNFs and VNFs that will enable 

rapid automation of new services and support complete lifecycle management. ONAP was introduced to 

address the rising need for a common automation platform for telecommunication, cable, and cloud 

service providers, leverage existing investments to deliver differentiated network services on demand 

and keep up with the scale and cost of manual changes required to implement new service offerings. 

ONAP decouples details of specific services and technologies from the common information models, 

core orchestration platform, and generic management engines. It also leverages cloud-native 

technologies including Kubernetes to manage and rapidly deploy ONAP platform and related 

components. 

Many components of the ONAP architecture are outside the scope of NFV MANO, but they complement 

the NFV MANO functionality, as shown in the ETSI-published Figure 3-2, where the NFV MANO blocks 

are shown in dark blue over the ONAP components that implement that functionality. However, while 

the functionality might be similar, the refence points between components are not the same. A loosely 

coupled end-to-end architecture with minimum dependencies and standard APIs between components 

is listed as a possible path leading to more convergence between MANO NFV and ONAP. 
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Figure 3-2: ETSI MANO NFV vs ONAP architecture [3] 

 

 Network Slicing 3.2
 

The NFs are used and composed for providing the required services towards the vertical through 

Network Slicing. Network Slices are defined by 3GPP as complete logical networks (providing 

Telecommunication Services and Network Capabilities) spanning over multiple technological domains 

(e.g., Access Network, Core Network). Network slicing support is part of the 5G SBA, as defined by 3GPP. 

Network slicing is used in the context of the SBA to create dedicated logical network connections that 

can be built upon a common infrastructure. The requirements for 5G network slicing following 3GPP TR 

22.891 [9] provide a high-level view and direction for the next generation work of 3GPP with respect to 

network slices. These requirements include: 

¶ The operator shall be able to create and manage network slices that fulfill required criteria for 

different market scenarios; 

¶ The operator shall be able to operate different network slices in parallel with isolation that for 

ŜȄŀƳǇƭŜΣ ǇǊŜǾŜƴǘǎ ƻƴŜ ǎƭƛŎŜΩǎ Řŀǘŀ ŎƻƳƳǳƴƛŎŀǘƛƻƴ ǘƻ ƴŜƎŀǘƛǾŜƭȅ ƛƳǇŀŎǘ ǎŜǊǾƛŎŜǎ ƛƴ ƻǘƘŜǊ ǎƭƛŎŜǎ; 
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¶ The 5G system shall have the capability to conform to service-specific security assurance 

requirements in a single network slice, rather than the whole network; 

¶ The 5G system shall have the capability to provide a level of isolation between network slices to 

confines a cyber-attack to a single network slice; 

¶ The operator shall be able to authorize third parties to create, manage a network slice 

configuration (e.g., scale slices) via suitable APIs, within the limits set by the network operator; 

¶ The 5G system shall support network slice elasticity in terms of capacity with no impact on the 

services of this slice or other slices; 

¶ The 5G system shall be able to change the slices with minimal impact on the ongoing 

ǎǳōǎŎǊƛōŜǊΩǎ ǎŜǊǾƛŎŜǎ ǎŜǊǾŜŘ ōȅ ƻǘƘŜǊ ǎƭƛŎŜǎΥ ǎǇŜŎƛŦƛŎŀƭƭȅΣ ƻŦ ƴŜǿ ƴŜǘǿƻǊƪ ǎƭƛŎŜ ŀŘŘƛǘƛƻƴΣ ǊŜƳoval 

of existing network slice or update of network slice functions or configuration; 

¶ The 5G System shall be able to support end-to-end resource management for a network slice. 

Each network slice is an isolated end-to-end network, tailored to support requirements of services from 

vertical industries. As such, three types of Standard Slice / Service Types (SST) have been specified by 

3GPP in TS23.501 (see Table 3-1), in line with the three major 5G-supported service types, as described 

in deliverable D1.1. Non-standard network slices are also supported in a 5G architecture. 

 

Table 3-1: Standardised SST values 

Service/ Slice Type SST Value Comments 

eMBB 1 Slice type suitable for handling 5G enhanced mobile broadband 

URLLC 2 Slice type suitable for handling ultra-reliable low latency 

communication  

MIoT 3 Slice type suitable for handling massive IoT 

 

A realization of a network slice is a network slice instance (NSI), as defined in 3GPP TR 28.801 [10]. An 

NSI includes all functionalities and resources necessary to support a certain set of communication 

services, thus serving a certain business purpose. An NSI is composed by Network Functions (NFs ς 

either Virtual Network Functions VNFs or Physical Network Functions PNFs), as shown in Figure 3-3. The 

connectivity between different NFs is described by the Network Slice Template (NST). 

The information model and the relationships between the different entities is presented below in Figure 

3-3. 
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Figure 3-3: Relationships between 3GPP and ETSI Information Models 

 

Therefore, a defined network slice provides information about: 

¶ The type of service it supports, as defined in SST, 

¶ The VNFs/PNFs it is comprised of, 

¶ Connectivity between NFs as defined in NST. 

 

 Multi -domain Service Orchestration 3.3
 

In order to achieve the 5G goals in terms of dynamicity, performance and ease of management, an end-

to-end orchestration is required through the multiple technological domains, such as RAN, CN, MEC, 

etc., as well as possibly through multiple geographical and/or operator domains. The challenge, 

however, is that traditionally, service orchestration is a very manual process and depending on how 

components are orchestrated in different technologies, operators or domains, they each may follow 

different standards and APIs. For example, slicing in the RAN domain considers issues such as underlying 

RAT and different configurations of RAN resources, whereas slicing in the CN domain is closer to the 

concepts of SDN and virtualisation. 

Multi-domain orchestration can be interpreted in two ways: 

¶ Multi-domain as multi-technology, which means orchestrating resources across multiple 

technology domains, e.g., RAN, CN, MEC, etc. in a single geographical domain and operator. As 

there are multiple resource management and orchestration frameworks for resource 

virtualisation and automated provisioning of resources and services, it is necessary to unify 
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management and orchestration of different technology domains to realise end-to-end software 

defined infrastructures suitable to host 5G services. 

¶ Multi-domain as multi-operator, which means orchestrating resources and/or services using 

domain orchestrators belonging to multiple administrative domains. In order to realise end-to-

end orchestration, interaction between multiple infrastructure providers must be addressed at 

different levels, including resource management and orchestration, service management and 

orchestration and inter-operator Service Level Agreement (SLA) fulfillment. 

 

For example, Figure 3-4 shows an example of end-to-end network slices across the RAN and CN 

domains, creating the logical slice across the RAN resources, as well as the NFs in the CN. The correct 

pairing function between RAN and CN slices must be in place, as well as orchestrators that can deal with 

ǘƘŜ ƛƴŘƛǾƛŘǳŀƭ ŘƻƳŀƛƴǎΩ ŎƘŀǊŀŎǘŜǊƛǎǘƛŎǎΦ 

 

 

Figure 3-4: UE Connection with the network slices across the RAN and CN domains [11] 

 

One solution to multi-domain service orchestration is a Multi-Domain Service Orchestrator (MDSO) that 

builds hierarchically on top of each domain orchestrator to orchestrate services end-to-end. Figure 3-5 

Illustrates an example of such a solution. Real-time efficiency issues, as well as compatibility between 

the different orchestrator information models must be taken into consideration with this solution. 
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Figure 3-5: A framework for multi-domain service orchestrator (MDSO) [12] 

 

According to [13], a MDSO has the following characteristics: 

¶ Modular and programmable structure that supports control of multiple technologically diverse 

domains: cloud, multi-layer WAN, NFV, IP/MPLS, and more. 

¶ TOSCA-based templates that enable rapid network services programmability and self-service in 

operating the network. This technology enables the network operator to program the network 

themselves which comes with significant effort and cost reduction in software professional 

services teams. 

¶ Integration with SDN controllers, element/network management systems, and cloud 

management platforms. 

¶ Support for service chains composed of physical network elements and SDN/NFV-enabled 

virtual components across multiple domains. 

¶ Standardized and automated service delivery via repeatable, simplified and auditable processes. 

 

 Network Slice Management 3.4
 

The management and orchestration of network slices is specified in 3GPP TR 28.801 [10], in which the 
related management functions required to implement the NSIs are specified:  

¶ Communication Service Management Function (CSMF): Responsible for translating the 
communication service-related requirement to network slice related requirements; 
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¶ Network Slice Management Function (NSMF): Responsible for management and orchestration 
of NSI; 

¶ Network Slice Subnet Management Function (NSSMF): Responsible for the management and 
orchestration of NSSI.  

 
ETSI NFV MANO does not handle: 

¶ Application-aware NS configuration and management, 

¶ VNF application layer configuration and management, 

¶ Management and deployment of PNFs, or their application layer configuration and 
management.  

 

The lifecycle of an NSI is shown in Figure 3-6. The process depicted includes the stages for the 

preparation phase, the instantiation phase (Instantiation, Configuration and Activation), and the 

operation (Run Time) phase. Finally, the NSI is decommissioned when the slice is no longer needed. The 

instantiation, execution and decommissioning phases should be part of the NSFM (Network Slice 

Management Function). 

 

 

Figure 3-6: Lifecycle phases of a Network slice instance defined by 3GPP 

 

3.4.1 Network Slicing Management and ETSI NFV MANO 
At architectural level, ETSI report on Network Slicing support [14] presents the following envisioning of 
Network Slice Management within the NFV framework (Figure 3-7). To properly interface with NFV-
MANO, the NSMF and/or NSSMF, the type of NS or set of NSs, VNFs and PNFs that can support the 
resource requirements for a Network Slice Instance (NSI) or Network Slice Subnet Instance (NSSI) need 
to be determined, as well as whether new instances of these NSs, VNFs and the connectivity to the PNFs 
need to be created or existing instances can be reused.  
 
From a resource management viewpoint, an NSI can be mapped to an instance of a simple or composite 
NS or to a concatenation of such NS instances. The different NSIs can use instances of the same type of 
NS (i.e. they are instantiated from the same NSD) with the same or different deployment flavours. 
Alternatively, different NSIs can use instances of different types of NSs. 
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Figure 3-7: Envisioning of Network Slice Management within NFV framework [15] 

 

 Existing Solutions for MDSO 3.5
In this section we go through an overview of some of the existing multi-domain service orchestration 

solutions.  

3.5.1 X-MANO 
X-MANO [16] is an orchestration framework to coordinate end-to-end network service delivery across 

different administrative domains. X-MANO introduces components and interfaces to address several 

challenges and requirements for cross-domain network service orchestration, such as business aspects 

with architectural considerations, confidentiality, and lifecycle management. In the business aspects 

case, X-MANO supports hierarchical, cascading and peer-to-peer architectural solutions by introducing a 

flexible, deployment-agnostic federation interface between different administrative and technological 

domains. The confidentiality requirement is addressed by the introduction of a set of abstractions so 

that each domain advertises capabilities, resources, and VNFs without exposing implementation details 

to external entities. To address the multi-domain lifecycle management requirement, X-MANO 

introduces the concept of programmable network service, based on a domain-specific scripting 

language, allowing network service developers to use a flexible programmable Multi-Domain Network 

Service Descriptor, so that network services are deployed and managed in a customised way. 
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Figure 3-8: Example of domains, both hierarchical and peer-to-peer, managed by X-MANO [17] 

 

3.5.2 Blue Planet 
Blue Planet Multi-Domain Service Orchestration is an open and vendor-agnostic software solution that 

allows creation, deployment, and automation of the end-to-end delivery of services across both physical 

and virtual networks. Blue Planet service templates are based on the TOSCA standard, which provides 

mechanisms to help control workflow, describe relationships, and reflect dependencies that exist 

between various resources on a network. TOSCA based service templates allow network operators to 

program the high-level service intent required to execute end-to-end automation.  

Blue Planet integrates standards-based NFV Orchestration (NFVO) capabilities, providing the full lifecycle 

management of VNFs and meeting the ETSI NFV MANO guidelines. When deployed for NFVO 

applications, Blue Planet automates the orchestration of NFVI resources across single or distributed data 

centers. Conforming to the ETSI NFV R2 specifications, Blue Planet also provides advanced visualization 

of the end-to-end flow of a network service consisting of VNFs and the relationships between them.  

 

Figure 3-9: Blue Planet  multi-domain service orchestration framework [18] 

 
























































































































